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Law360 Canada (January 23, 2024, 2:13 PM EST) -- Generative artificial
intelligence (AI) and large language models (LLMs) have immense
potential to help address the backlog of judicial and administrative law
decisions that mark the Canadian legal system.

With promise, however, comes peril.

As courts and tribunals come to terms with the role that AI will inevitably
play in the administration of justice over the next decade, a series of new
guidelines and decisions from the courts have emerged to address the two
main problems of using AI in legal adjudication — inaccuracy and bias.

The near-ban on AI adjudication by the Federal Court

As early as July 15, 2020, the Canadian Federal Court foreshadowed in its Federal Court Strategic
Plan 2020-2025 the new role AI would be playing in litigation.

That being said, even then the court noted that AI was not “being considered to assist with the
adjudication of contested disputes.” Rather, AI was forecast as an “additional tool” in the court’s
arsenal, to be used largely in administrative tasks and possibly in aid of alternative dispute resolution
mechanisms such as mediation.

With the emergence of prominent U.S. cases in which lawyers inadvertently made inappropriate use
of LLMs, resulting in “hallucinatory” court submissions in which AI generated cases that simply did
not exist, Canadian courts began to take notice.

As the U.S. Southern District Court of New York openly acknowledged in its 2023 decision, Mata v.
Avianca Inc., 2023, WL 4114965, the capacity for AI to generate “deepfake” court decisions has
serious implications for the rule of law, including:

The waste of time and money associated with investigating and uncovering the AI
hallucination;
The waste of scarce judicial resources;
The potential to deprive claimants of “arguments based on authentic judicial precedents;”
The harm to the reputation of the courts and the judiciary; and
The promotion of “cynicism about the legal profession and the American judicial system.”

There is little doubt that the sensationalism associated with Mata v. Avianca Inc., and decisions like
it, reached the northern border. Similar concerns have been expressed in policies devised by the
Government of Canada, such as the Guide on the Use of Generative AI.

On Dec. 20, 2023, the Federal Court of Canada issued what perhaps amounts to the most
comprehensive policy governing the use of AI in litigation: Artificial Intelligence – Interim Principles
and Guidelines on the Court’s Use of Artificial Intelligence.

https://assets.law360news.com/1789000/1789189/federal%20court%20strategic%20plan%202020-2025.pdf
https://assets.law360news.com/1789000/1789189/federal%20court%20strategic%20plan%202020-2025.pdf
https://edition.cnn.com/2023/12/29/politics/michael-cohen-attorney-generated-by-ai/index.html
https://edition.cnn.com/2023/12/29/politics/michael-cohen-attorney-generated-by-ai/index.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/guide-use-generative-ai.html
https://www.fct-cf.gc.ca/en/pages/law-and-practice/artificial-intelligence
https://www.fct-cf.gc.ca/en/pages/law-and-practice/artificial-intelligence
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This policy was no doubt animated by the concerns expressed in Mata v. Avianca Inc.

While the court is open to recognizing the obvious benefits of using AI in the adjudication process,
including “analyzing large amounts of raw data, aiding in legal research, and performing
administrative tasks,” the court is also well aware of its risks. The effect is essentially a moratorium
on the use of AI by the court, pending further consultation. The policy holds that:

The court “will not use AI, and more specifically automated decision-making tools, in making its
judgments and orders, without first engaging in public consultation”;
The court’s approach to AI will be guided by a number of “principles,” including the court’s
accountability to the public in its “decision-making function,” concerns about AI as a tool that
will amplify discrimination and bias, and the need for human oversight in all decisions in which
AI plays a role; and
Where the court’s use of AI could have “an impact on the profession or the public,” consultation
is required before the court adopts that use.

Ontario appellate courts place onus on the lawyer for accuracy

The concern that AI can generate “fake” judicial or tribunal decisions has trickled into Ontario’s Rules
of Civil Procedure.

In late 2023, the rules governing appellate submissions in Ontario courts were amended to include a
small, but significant, change. Under Rules 61.11 and 61.12, both the appellant’s and respondent’s
lawyers must now include a certificate in their written submissions to the appellate court (known as a
factum) confirming that the “person signing the certificate is satisfied as to the authenticity of every
[legal] authority” listed in the factum.

For the purposes of this certification, the court assumes that a case published on a government
website, by a government printer, on the Canadian Legal Information Institute’s website, on the
court’s website, or by a commercial publisher of court decisions, is presumed to be “authentic,”
absent “evidence to the contrary.”

In other words, if the decision does not derive from a recognized source of jurisprudential authority,
the onus is on the appellate lawyer to verify and ensure its accuracy.

Lawyers who rely on LLMs to assist in the drafting of legal submissions will bear the consequences of
AI hallucinations and for providing a false representation to the court.

While the sanctions for such misconduct remain unclear, and likely will involve a punitive costs award,
there is little doubt that the Rules have now set the stage for serious repercussions on a lawyer who
certifies the veracity of the legal authorities on which they have relied in their submissions.

Why further tribunal and court policies governing AI are needed

Generative AI presents a real opportunity for tribunal and court decision-makers to reduce the delay
and workload currently affecting the administrative state and the judiciary. At the same time, the
inaccuracies and bias inherent in AI adjudication are only beginning to be understood. Human
oversight of the courts’ and state’s decision-making function remains imperative.

Without policies governing the limits of AI in the adjudicative process, judges and tribunals face the
real risk of employing AI inappropriately or depending on submissions and evidence that may turn
out to be fundamentally flawed.

This risk poses serious challenges to the rule of law and the proper administration of justice.

Marco P. Falco is a partner in the Litigation & Dispute Resolution Group at Torkin Manes who has
written extensively on the need to regulate AI in the tribunal decision-making process. For more
information on how a tribunal can develop appropriate AI policies and procedural rules, you may
contact Marco at mfalco@torkin.com.
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The opinions expressed are those of the author(s) and do not necessarily reflect the views of the
author’s firm, its clients, LexisNexis Canada, Law360 Canada, or any of its or their respective
affiliates. This article is for general information purposes and is not intended to be and should not be
taken as legal advice.

Interested in writing for us? To learn more about how you can add your voice to Law360 Canada,
contact Analysis Editor Richard Skinulis at Richard.Skinulis@lexisnexis.ca or call 437-828-6772.
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